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We present a numerical study of rotational dynamics in AdSs with equal angular momenta in the presence

of a complex doublet scalar field. We determine that the endpoint of gravitational collapse is a Myers-Perry

black hole for high energies and a hairy black hole for low energies. We investigate the time scale for collapse
at low energies E, keeping the angular momenta J « E in anti—de Sitter (AdS) length units. We find that the
inclusion of angular momenta delays the collapse time, but retains a t ~ 1/E scaling. We perturb and evolve
rotating boson stars, and find that boson stars near AdS space appear stable, but those sufficiently far from AdS
space are unstable. We find that the dynamics of the boson star instability depend on the perturbation, resulting

either in collapse to a Myers-Perry black hole, or development towards a stable oscillating solution.
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Introduction.—Spacetimes with anti-de Sitter (AdS)
boundary conditions play a central role in our under-
standing of gauge-gravity duality [1-4], where solutions
to the FEinstein equation with a negative cosmological
constant are dual to states of strongly coupled field theories.
This correspondence has inspired the study of gravitational
physics in AdS space over the past two decades.

It is perhaps surprising that the issue of the nonlinear
stability of (global) AdS space was only raised nine years
after AdS/CFT was first formulated [5,6]. Dafermos and
Holzegel conjectured a nonlinear instability where the
reflecting boundary of AdS space allows for small but
finite energy perturbations to grow and eventually collapse
into a black hole. This is in stark contrast with Minkowski
and de Sitter spacetimes, where nonlinear stability has long
been established [7,8].

The first numerical evidence in favor of such an
instability of AdS space was reported in [9]. This topic
has since attracted much attention both from numerical and
formal perspectives [10-64]; for reviews see [35,65-67].
Remarkably, this instability has recently been proved for
the spherically symmetric and pressureless Einstein—
massless-Vlasov system [62,63].

The collapse time scale is dual to the thermalization time
in the field theory, and is important for characterizing and
understanding this instability. For energies £ much smaller
than the AdS length L =1, early evolution is well
described by perturbation theory. However, irremovable
resonances generically cause secular terms to grow, leading
to a breakdown of perturbation theory at a time ¢t~ 1/E.
Numerical evidence suggests that horizon formation occurs
shortly thereafter, i.e., at this same time scale [9,12,13,27-
29,36,42,44]. It is not fully understood why collapse seems
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to occur at the shortest time scale allowed by perturbation
theory, though see [52] for some recent progress.

However, all numerical studies have been restricted to
zero angular momentum. Though perturbation theory
breaks down at  ~ 1/E for systems with rotation as well
[10,53,64], this only places a lower bound on the time scale
for gravitational collapse. It therefore remains unclear
whether rotational forces could balance the gravitational
attraction and delay the collapse time.

The inclusion of angular momentum also enriches the
phase diagram of solutions. In addition to the Myers-Perry
(and Kerr) family of rotating black holes, there are “black
resonators” [68], which can be described as black holes
with gravitational hair, and “geons” [10,35,61], which are
horizonless gravitational configurations held together by
their own self-gravity. The nonlinear dynamics of these
solutions remain largely unexplored.

Because of the lack of symmetries, the inclusion of angular
momenta poses a numerical challenge (though see [69] for
recent progress away from spherical symmetry). For in-
stance, the dynamical problem for pure gravity in four
dimensions requires a full 3 + 1 simulation. To reduce
numerical cost (see [24,50,59,70,71] for the use of a similar
strategy), we will rely on the fact that in odd dimensions
(d > 5), black holes have an enhanced symmetry when all of
their angular momenta are equal. This simplification alone is
insufficient for our purposes, since gravitons that carry
angular momenta break these symmetries. We therefore
introduce a complex scalar doublet IT given by the action

_ 5 — _ 2
S = 16”G5/dx\/_g(R+12 2VIIR). (1)
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As we shall see, this theory admits an ansatz with which one
can study gravitational collapse with angular momentum
using a 1 4+ 1 numerical simulation.

Moreover, this ansatz has a phase diagram of stationary
solutions that is similar to that of pure gravity [72]. In
particular, this theory contains hairy black holes and boson
stars, which are somewhat analogous to black resonators
and geons, respectively. Consequently, in addition to
gravitational collapse, we are also able to investigate the
dynamics of hairy black holes and boson stars.

Again, in this context, hairy black holes are much like
black resonators, only with scalar hair instead of gravitational
hair. Both the hairy black holes and boson stars exist for
energies and angular momenta where Myers-Perry black
holes are superextremal and singular. For these conserved
quantities, the weak cosmic censorship conjecture therefore
implies that the final state following gravitational collapse
cannot be a Myers-Perry black hole. For evolution respecting
the symmetries of our ansatz, we wish to test cosmic
censorship by identifying the endpoint of collapse.

Boson stars are horizonless solutions with a stationary
metric and harmonically oscillating scalar field [13,72,73].
They are important objects for the study of the AdS
instability since, like geons (and oscillons [14,40] for a
real scalar field), they can be generated as nonlinear
extensions of normal modes of AdS space. Such solutions
can avoid the resonance phenomenon that leads to pertur-
bative breakdown. Indeed, simulations of some of these
solutions indicate stability well past ¢t~ 1/E [11,13,14,
27-29.,43,44]. Initial data near these solutions therefore lie
within an “island of stability.” We wish to investigate
whether this stability applies for rotating boson stars.

However, boson stars far from AdS space (i.e., past a
turning point in their phase diagram) are expected to be
unstable. We aim to determine the endpoint of this instability.

Method.—We describe our ansatz and equations of
motion schematically here; a full account is given in the
Supplemental Material [74], which includes Refs. [72,
75-78]. Our metric and scalar are

1 2

(el Chle
4ap dp?

104
W drdp + —
a7 p+a(2—p2)

ds? = } dr?

a
2 N 2 (0 2
+p°2-p )[—(dl//+COS <§>d¢—9dt)

b2

+ g (d6® + sinzﬁd(]bz)} } (2a)

JEe

where a, 3, a, Q, b, I1g,, and I}, are real functions of ¢ and
p only. This ansatz has SU(2) rather than U(1) x U(1)
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symmetry due to the equal rotation in the y and w + ¢
angles in orthogonal planes. This symmetry is preserved by
II. Without the scalar field, one finds that horizonless
solutions have Q = 0 and, hence, do not rotate.

Gauge freedom is fixed by maximal slicing, where the
trace of the extrinsic curvature K = 0 [79]. Unlike the
choice f =0 in other studies, this gauge allows for
evolution beyond the formation of an apparent horizon.

In first-order form, our equations of motion contain 15
variables. Seven of these variables, namely, ¢, @,, @;, ug,
Uy,v,, and vg, are defined by removing known boundary
behavior from b, I, I}, B, a, a, and Q, respectively. The
remaining eight variables, g, q,, 4i, Pp> Prs Pi» Uy> and vs,
are first-order variables. Henceforth, we may drop sub-
scripts to represent vectors (each of rank 3), so that
{®,p,q,u,v} contain our 15 dynamical functions. p
and ¢ are related to p and ¢ derivatives of ¢ as

2
(1=p")0,p +AWg = Ja? (3a)
D,p=APp 4+ BP g CP, (3b)

where the As, Bs, and Cs are matrices containing expres-
sions that may involve {ug, u,, vy vg.p}. u,, and vs are
defined by

20(1 = p?
(1= ), 00 = 8pvq + LU =L o FOplu,. (4a)

Va

(1 —pz)a/)’l)g - SpUQ = F(W) [(pbv Uy, Ua]uw, (4b)

for some expressions F® and F).

The equations of motion, including the definitions above
and the gauge condition K = 0, consists of 21 equations.
With only 15 variables, six of the 21 equations are not
solved directly and used only for initial data, postexcision
boundary conditions, and numerical checks. These equa-
tions are (3a), and evolution equations for u,

afu:fm (5)

where f, can depend on all the variables.

The 15 equations we solve directly can be expressed as a
set of nine evolution equations and six nondynamical
equations (i.e., equations without time derivatives). The
evolution equations take the advection form

0, 0O 0 O 0,0 fo
8tq = }IAJ/ Ad Aq apq + fq + ny > (6)
8,]7 0 Ap Ad 8pp fp

where the As are matrices that do not depend on ¢, ¢, or p,
and the fs are vectors that can depend on all variables. We
have incorporated (3a) into these equations as damping
terms with y acting as a damping coefficient.
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The six nondynamical equations take the form
AulplO,u+ B, lp.g. plu = g,lp.¢.q.p.ul.  (7a)
A plo,v + Bylp, @, q, p,ulv = g,[p, ¢, q, p,u,v], (7b)

where As and Bs are matrices and the gs are vectors.
Though (7) is a nonlinear system, given ¢, ¢, and p, one
can find u and v by solving a sequence of linear problems
(see Supplemental Material for details [74]).

Initial data is supplied as a choice of ¢ and p. The
remaining functions can be obtained by solving the non-
linear system (3a) and (7) using Newton-Raphson iteration.
We evolve the system with a fourth-order Runge-Kutta
method. At each step, ¢, p, and g are evolved through (6),
and u and v are obtained by solving (7) as a sequence of
linear problems. We compute expansion coefficients from
the metric to determine if a horizon has formed. We also
monitor (5) and (3a) as a check on numerics.

At infinity (p = 1), we fix the boundary metric to be that
of global AdS space and require I1 = 0. The energy E and
angular momentum J are read from the metric at infinity,
and are conserved by (5). The response of the scalar field
(IT) is obtained by

M= (1-p)¥I) + 0((1 - p*)%). (8)

Prior to horizon formation, we require regularity at the
origin p = 0. After horizon formation, most points inside
the horizon are excised, and boundary conditions at the
excision surface are supplied for u through (5), and the
value of vg is held fixed [80].

We use a spectral element mesh with Legendre-Gauss-
Lobatto nodes, and interelement coupling handled by a
discontinuous Galerkin method with Lax-Friedrichs flux.
Adaptive mesh refinement for splitting elements and
increasing or decreasing polynomial order is decided by
monitoring the Legendre spectrum within each element.
Linear systems are solved via a multifrontal method. Data
presented here violate relative energy, momentum, and (3a)
to within or below 1078, See the Supplemental Material for
more numerical checks [74].

Gaussian data.—Consider Gaussian initial data

Minl—o = €p\/2 = p2(1 = p?)te 420717 | (9a)

6IHRe
a/a

with the other functions within ¢ and p vanishing. This
data is parametrized by € and A. At fixed 4 and small
varying €, we have E « € and J « E. This is a natural
choice since individual normal modes of AdS space that
carry angular momentum also obey J « E at small E. We
take two families of initial data: one with fixed 4 = 0 where
J = 0, and another with A = 1, where J ~ 0.155E.

= 411, (9b)
t=0

Let us describe the stationary black holes that can serve
as final states of gravitational collapse. These black holes
must fall within the symmetry class of our ansatz and have
the same conserved quantities as our initial data. For A = 0,
we have J =0 so the only stationary black holes are
Schwarzschild-Tangherlini solutions.

For 1 =1, there are two competing families of regular
black hole solutions. Myers-Perry black holes have the
most entropy where they exist, i.e., for £ > E.,, ~ 0.0691.
For all energies E < E,, hairy black holes have the most
entropy (by being the only existing solution). We wish to
verify that gravitational collapse for the 4 = 1 family will
eventually settle into one of these black holes in accordance
with their respective energy ranges. This can be viewed as a
test of cosmic censorship, since Myers-Perry would be
superextremal for E < E .

A hairy black hole can be distinguished from the Myers-
Perry case by the presence of the scalar field. In Fig. 1,
we show the evolution of the normed square of the
scalar response |(IT)|> for two cases. In the first case,
E~0.0873 > E,,,, so the Myers-Perry configuration is
the preferred solution. Indeed, we find that the scalar field
vanishes at late times.

In the second case, E =~ 0.0560 < E,,, so the Myers-
Perry black hole is superextremal, and we find that the
scalar field approaches a constant nonzero value at late
times, indicative of a hairy black hole. We have also
matched this value to that of the expected final hairy
black-hole solution, which was first obtained in [72].

In both cases, we have also matched the final entropy and
angular frequency to their respective final stationary solutions
[72]. In the subextremal case, we have matched quasinormal
modes as well. (See Supplemental Material [74].)

Now we compare the time scale for horizon formation
betweenthe A =0 (J =0)and 1 = 1 (J ~ 0.155E) families
of initial data. In Fig. 2, we show a log-log plot of the
collapse time versus the energy. We see that at fixed energy,
the initial data with nonzero angular momentum takes a
longer time to collapse. However, the collapse times for
both sets of initial data exhibit a power law that is consistent
with a r~ 1/E scaling. We conclude that in this case,
angular momentum increases the collapse time but does not
affect the time scale.

Boson star data.—Boson stars within our ansatz have
been constructed in [72], and can be found by setting the
metric to be time independent and the scalar field to have a
harmonically oscillating complex phase. They can be
parametrized by their harmonic frequency @. For small
energies, @ is close to a normal mode frequency of AdS
space. We focus on the lowest frequency mode with @ = 5
near AdS space. For small energies, these particular boson
stars have angular momentum J = 0.2F.

As one increases the energy of the boson star, @
decreases until a turning point is reached around
o ~4.35, where E and J are both maximal. Boson stars
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FIG. 1. Evolution of scalar response, averaged in a 2z time
window, for Gaussian initial data. Top: Collapse occurs at t =
30.1 and settles to a Myers-Perry black hole. Bottom: Collapse
occurs at t &~ 55.4 and settles to a hairy black hole. The red dashed
line is the hairy black hole value from [72].

that lie on the AdS side of this turning point are expected to
be nonlinearly stable (at least up to ¢t~ 1/E), and are
otherwise expected to be unstable [81].

We perturb boson stars near the turning point with
frequencies @ =4.3 (in the unstable branch) and
@ =44 (in the stable branch) with a Gaussian profile
similar to (9a). Their scalar response |(IT)|*> is shown in
Fig. 3. Note that though the scalar field oscillates with
frequency w, these oscillations are canceled out in |T1|?, and
consequently are not seen in Fig. 3 nor in the metric.

Indeed, the w = 4.3 boson star is unstable, but the
endpoint of its evolution depends on the perturbation.
For one perturbation (top panel of Fig. 3), evolution
proceeds rapidly towards gravitational collapse, and even-
tually settles to a Myers-Perry black hole. While a com-
peting hairy black hole also exists, it has less entropy than
Myers-Perry in this region of parameter space.

Perturbing the same boson star with the opposite sign
yields drastically different results. As one can see from the
middle panel of Fig. 3, large O(1) deformations develop in

T

10°E -J=0 4
F - J ~ 0.155E

10" 1
1072 107!

FIG. 2. Collapse times versus energy for Gaussian initial data.
The power law is consistent with a ¢~ 1/E scaling. The two
longest runs collapse at = 1721.12 and 7 =~ 1944.19.

|(IT)|? (and the metric) that oscillate for long times. The
frequency of these oscillations is much smaller than the
boson star frequency . The metric and scalar both
oscillate, so the final state (assuming continued stability)
might be characterized as an oscillon. Since the frequency
w is still present in the scalar, this solution is, in a sense, a
multifrequency oscillon.

In contrast to the above, the lower panel of Fig. 3 shows
that the perturbed boson with @ = 4.4 remains stable at
long times, with no large deviations from the initial data.

We have repeated this study for different perturbations
and boson stars, and also for oscillons (where I1; = 0, see
also [40]). We find no qualitative difference to the above.

Conclusions.—Our numerical results suggest that much
of our understanding of the instability of AdS space carries
over to situations with angular momenta as well. In
particular, for generic data, the time scale for gravitational
collapse ¢ ~ 1/E is preserved in the presence of rotation.
Additionally, like oscillons in spherical symmetry, there are
solutions that are nonlinear extensions of normal modes of
AdS space that are stable past 7 ~ 1/E.

We have also found that, depending on the perturbation,
unstable boson stars will either collapse or oscillate. A
comparison can be made to situations in flat space where
the endpoint of unstable solutions can also depend upon the
perturbation (see, e.g., [73,82-86]). In flat space, energy
and angular momentum can be carried away, and the
noncollapsing evolution is well approximated by a pertur-
bation of a stable boson star, presumably settling towards a
stable boson star at asymptotically late time. By analogy,
we suspect that the oscillating solution we find in AdS
space can be described as a nonlinear extension of a
perturbed stable boson star. In AdS space, however, there

|

()

init

()|
()

init

0.
0 1020 3040 8880 8900 8920 8940 8960 8980 9000
t

FIG. 3. Evolution of scalar response, scaled by its initial value,
for perturbed boson stars near the turning point. Top: Boson star
with w = 4.3 (E = 0.392) collapses into a Myers-Perry black hole.
Middle: Boson star with @ = 4.3 evolves to a stable oscillon. The
perturbations for the top and middle plots differ by a sign. Bottom:
Boson star with @ = 4.4 (E ~ 0.394) remains stable.
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is a reflecting boundary which may cause the oscillations to
persist indefinitely.

Finally, let us comment on interesting regions of param-
eter space that we have not studied. There is a range of
energies and angular momenta where hairy black holes
have more entropy than Myers-Perry black holes. This
happens to be where Myers-Perry black holes are unstable
to superradiance. In fact, hairy black holes branch off from
Myers-Perry configurations precisely at the onset of this
instability, for particular perturbations [72].

This region is therefore a natural place to study the
rotational superradiant instability [68,87-93], for which
little is known fully dynamically. However, typical growth
rates for this instability are around 107 [72], which
requires a longer simulation than we can feasibly perform
with our methods. Furthermore, our ansatz implies that
such a study will necessarily be incomplete. High angular
wave numbers are expected to play an important role in this
instability [68,91-93], but our ansatz is restricted to only
the m = 1 azimuthal wave numbers.
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